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Abstract

The Littelmann path model gives a realization of the crystals of integrable representations of sym-
metrizable Kac–Moody Lie algebras. Recent work of Gaussent and Littelmann [S. Gaussent, P. Littel-
mann, LS galleries, the path model, and MV cycles, Duke Math. J. 127 (1) (2005) 35–88] and oth-
ers [A. Braverman, D. Gaitsgory, Crystals via the affine Grassmannian, Duke Math. J. 107 (3) (2001)
561–575; S. Gaussent, G. Rousseau, Kac–Moody groups, hovels and Littelmann’s paths, preprint, arXiv:
math.GR/0703639, 2007] has demonstrated a connection between this model and the geometry of the loop
Grassmanian. The alcove walk model is a version of the path model which is intimately connected to the
combinatorics of the affine Hecke algebra. In this paper we define a refined alcove walk model which en-
codes the points of the affine flag variety. We show that this combinatorial indexing naturally indexes the
cells in generalized Mirković–Vilonen intersections.
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1. Introduction

A Chevalley group is a group in which row reduction works. This means that it is a group with
a special set of generators (the “elementary matrices”) and relations which are generalizations of
the usual row reduction operations. One way to efficiently encode these generators and relations
is with a Kac–Moody Lie algebra g. From the data of the Kac–Moody Lie algebra and a choice
of a commutative ring or field F the group G(F) is built by generators and relations following
Chevalley–Steinberg–Tits.

Of particular interest is the case where F is the field of fractions of o, the discrete valuation
ring o is the ring of integers in F, p is the unique maximal ideal in o and k = o/p is the residue
field. The favorite examples are

F = C((t)), o = C[[t]], k = C,

F = Qp, o = Zp, k = Fp,

F = Fq((t)), o = Fq [[t]], k = Fq,

where Qp is the field of p-adic numbers, Zp is the ring of p-adic integers, and Fq is the finite
field with q elements. For clarity of presentation we shall work in the first case where F = C((t)).
The diagram

F

⊆

o
evt=0−→ k = o/p

gives

G = G(C((t)))

⊆ ⊆

K = G(C[[t]]) evt=0−→ G(C)

⊆ ⊆ ⊆
I = ev−1

t=0(B(C))
evt=0−→ B(C)

(1.1)

where B(C) is the “Borel subgroup” of “upper triangular matrices” in G(C). The loop group is
G = G(C((t))), I is the standard Iwahori subgroup of G,

G(C)/B(C) is the flag variety,

G/I is the affine flag variety, and G/K is the loop Grassmanian. (1.2)

The primary tool for the study of these varieties (ind-schemes) are the following “classical”
double coset decompositions, see [St, Ch. 8] and [Mac1, §(2.6)].

Theorem 1.1. Let W be the Weyl group of G(C), W̃ = W !hZ the affine Weyl group, and U− the
subgroup of “unipotent lower triangular” matrices in G(F) and h+

Z the set of dominant elements
of hZ. Then

Bruhat
decomposition

G =
⊔

w∈W

BwB, K =
⊔

w∈W

IwI,

Iwahori
decomposition

G =
⊔

w∈W̃

IwI, G =
⊔

v∈W̃

U−vI,

Cartan
decomposition

G =
⊔

λ∨∈h+
Z

Ktλ∨K, G =
⊔

µ∨∈hZ

U−tµ∨K,
Iwasawa
decomposition.
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It should be stressed that we have, intentionally, not given precise definitions of the objects
in Theorem 1.1. Even in the classical case, the definition of hZ in Theorem 1.1 is sensitive to
small changes in the definition of G (center, completions, etc.) and there are subtleties in making
these definitions correctly in general. These issues are partly treated in [Ga1, Theorem 14.10,
Lemma 6.14], [Ga2, Theorem 1.8], [GR, Remark 6.10] and [BF, Proposition 3.7].

In this paper we shall refine the Littelmann path model (in its alcove walk form, see [Ra]) by
putting labels on the paths to provide a combinatorial indexing of the points in the affine flag
variety. This combinatorial method of expressing the points of G/I gives detailed information
about the structure of the intersections

U−vI ∩ IwI with v,w ∈ W̃ . (1.3)

The corresponding intersections in G/K have arisen in many contexts. Most notably, the set of
Mirković–Vilonen cycles of shape λ∨ and weight µ∨ is the set of irreducible components of the
closure of U−tµ∨K ∩Ktλ∨K in G/K ,

MV
(
λ∨
)
µ∨ = Irr

(
U−tµ∨K ∩Ktλ∨K

)
,

and

when k = Fq, CardG/K

(
U−tµ∨K ∩Ktλ∨K

)
is

(up to some easily understood factors) the coefficient of the monomial symmetric function mµ∨

in the expansion of the Macdonald spherical function Pλ∨ .
Sections 2–6 give elementary treatments of Borcherds–Kac–Moody Lie algebras, Chevalley

groups, the flag variety, loop groups and affine flag varieties. With future developments in mind
we have presented this material in the context of loop groups of symmetrizable Kac–Moody
groups. In spite of the generality in Sections 2–6, the main results of this paper, given in Section 7,
are only for loop groups of finite dimensional Chevalley groups. We do have some results in the
more general case, but the restrictions of time and space have forced us to postpone the exposition
of these results to a future paper.

2. Borcherds–Kac–Moody Lie algebras

This section reviews definitions and sets notations for Borcherds–Kac–Moody Lie algebras.
Standard references are the book of Kac [Kac], the books of Wakimoto [Wak1,Wak2], the survey
article of Macdonald [Mac3] and the handwritten notes of Macdonald [Mac2]. Specifically, [Kac,
Ch. 1] is a reference for Section 2.1, [Kac, Chs. 3 and 5] for Section 2.2, and [Kac, Ch. 2] for
Section 2.3.

2.1. Constructing a Lie algebra from a matrix

Let A = (aij ) be an n× n matrix. Let

r = rank(A), "= corank(A), so that r + " = n. (2.1)

By rearranging rows and columns we may assume that (aij )1!i,j!r is nonsingular. Define a
C-vector space

h = h′ ⊕ d, where
h′ has basis h1, . . . , hn, and
d has basis d1, . . . , d".

(2.2)
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Define α1, . . . , αn ∈ h∗ by

αi(hj ) = aij and αi(dj ) = δi,r+j , (2.3)

and let

h̄′ = h′/c, where c =
{
h ∈ h′

∣∣ αi(h) = 0 for all 1 ! i ! n
}
. (2.4)

Let c1, . . . , c" ∈ h′ be a basis of c so that h1, . . . , hr , c1, . . . , c", d1, . . . , d" is another basis of h
and define κ1, . . . , κ" ∈ h∗ by

κi(hj ) = 0, κi(cj ) = δij , and κi(dj ) = 0. (2.5)

Then α1, . . . , αn, κ1, . . . , κ" form a basis of h∗. Let a be the Lie algebra given by generators
h, e1, . . . , en, f1, . . . , fn and relations

[h,h′] = 0, [ei, fj ] = δijhi, [h, ei] = αi(h)ei, [h,fi] = −αi(h)fi, (2.6)

for h,h′ ∈ h and 1 ! i, j ! n. The Borcherds–Kac–Moody Lie algebra of A is

g = a

r
, where r is the largest ideal of a such that r∩ h = 0. (2.7)

The Lie algebra a is graded by

Q =
n∑

i=1

Zαi, by setting deg(ei) = αi, deg(fi) =−αi, deg(h) = 0, (2.8)

for h ∈ h. Any ideal of a is Q-graded and so g is Q-graded (see [Mac2, (1.6)] or [Mac3, p. 81]),

g = g0 ⊕
(⊕

α∈R

gα
)
, where gα =

{
x ∈ g

∣∣ [h,x] = α(h)x
}
, and

R = {α | α += 0 and gα += 0} is the set of roots of g. (2.9)

The multiplicity of a root α ∈ R is dim(gα) and the decomposition of g in (2.9) is the decompo-
sition of g as an h-module (under the adjoint action). If

n+ is the subalgebra generated by e1, . . . , en, and
n− is the subalgebra generated by f1, . . . , fn,

then (see [Mac3, p. 83] or [Kac, §1.3])

g = n− ⊕ h⊕ n+ and h = g0, n+ =
⊕

α∈R+
gα, n− =

⊕

α∈R+
g−α, (2.10)

where

R+ = Q+ ∩R with Q+ =
n∑

i=1

Z"0αi. (2.11)



J. Parkinson et al. / Journal of Algebra 321 (2009) 3469–3493 3473

Let c and d be as in (2.2) and (2.4). Then

d acts on g′ = [g,g] by derivations, c = Z(g) = Z(g′),

g = n− ⊕ h⊕ n+ = a/r = g′ " d,

g′ = n− ⊕ h′ ⊕ n+ = [g,g],
ḡ′ = n− ⊕ h̄′ ⊕ n+ = g′/c, (2.12)

and g′ is the universal central extension of ḡ′ (see [Kac, Exercise 3.14]).

2.2. Cartan matrices, sl2 subalgebras and the Weyl group

A Cartan matrix is an n× n matrix A = (aij ) such that

aij ∈ Z, aii = 2, aij ! 0 if i += j, aij += 0 if and only if aji += 0. (2.13)

When A is a Cartan matrix the Lie algebra g contains many subalgebras isomorphic to sl2. For
1 ! i ! n, the elements ei and fi act locally nilpotently on g (see [Mac3, p. 85] or [Mac2, (1.19)]
or [Kac, Lemma 3.5]),

span{ei, fi, hi} ∼= sl2, and s̃i = exp(ad ei) exp(−adfi) exp(ad ei) (2.14)

is an automorphism of g (see [Kac, Lemma 3.8]). Thus g has lots of symmetry.
The simple reflections si :h∗ → h∗ and si :h→ h are given by

siλ= λ− λ(hi)αi and sih = h− αi(h)hi, for 1 ! i ! n, (2.15)

λ ∈ h∗, h ∈ h, and

s̃igα = gsiα and s̃ih = sih, for α ∈R, h ∈ h.

The Weyl group W is the subgroup of GL(h∗) (or GL(h)) generated by the simple reflections.
The simple reflections on h are reflections in the hyperplanes

hαi =
{
h ∈ h

∣∣ αi(h) = 0
}
, and c = hW =

n⋂

i=1

hαi .

The representation of W on h and h∗ are dual so that

λ(wh) =
(
w−1λ

)
(h), for w ∈W , λ ∈ h∗, h ∈ h.

The group W is presented by generators s1, . . . , sn and relations

s2
i = 1 and sisj si · · ·︸ ︷︷ ︸

mij factors

= sj sisj · · ·
︸ ︷︷ ︸
mij factors

(2.16)
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for pairs i += j such that aij aji < 4, where mij = 2,3,4,6 if aij aji = 0,1,2,3, respectively (see
[Mac2, (2.12)] or [Kac, Proposition 3.13]).

The real roots of g are the elements of the set

Rre =
n⋃

i=1

Wαi, and Rim = R\Rre (2.17)

is the set of imaginary roots of g. If α = wαi is a real root then there is a subalgebra isomorphic
to sl2 spanned by

eα = w̃ei, fα = w̃fi, and hα = w̃hi, (2.18)

and sα = wsiw
−1 is a reflection in W acting on h and h∗ by

sαλ= λ− λ(hα)α and sαh = h− α(h)hα, respectively. (2.19)

Let hR = R-span{h1, . . . , hn, d1, . . . , d"}. The group W acts on hR and the dominant chamber

C =
{
λ∨ ∈ hR

∣∣ 〈αi, λ
∨〉" 0 for all 1 ! i ! n

}
(2.20)

is a fundamental domain for the action of W on the Tits cone

X =
⋃

w∈W

wC =
{
h ∈ hR

∣∣ 〈α,h〉< 0 for a finite number of α ∈R+}. (2.21)

X = hR if and only if W is finite (see [Kac, Proposition 3.12] and [Mac2, (2.14)]).

2.3. Symmetrizable matrices and invariant forms

A symmetrizable matrix is a matrix A = (aij ) such that there exists a diagonal matrix

E = diag(ε1, . . . , εn), εi ∈R>0, such that AE is symmetric. (2.22)

If 〈, 〉:g× g→C is a g-invariant symmetric bilinear form then

〈hi, h〉 =
〈
[ei, fi], h

〉
=−

〈
fi, [ei, h]

〉
=
〈
fi,αi(h)ei

〉
= αi(h)〈ei, fi〉,

so that

〈hi, h〉 = αi(h)εi, where εi = 〈ei, fi〉. (2.23)

Conversely, if A is a symmetrizable matrix then there is a nondegenerate invariant symmetric bi-
linear form on g determined by the formulas in (2.23) (see [Mac2, (3.12)] or [Kac, Theorem 2.2]).

If A is a Cartan matrix and 〈,〉:h× h→C is a W -invariant symmetric bilinear form then

〈hi, h〉 = −〈sihi, h〉 = −〈hi, sih〉 =−
〈
hi, h− αi(h)hi

〉
=−〈hi, h〉 + αi(h)〈hi, hi〉,
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so that

〈hi, h〉 = αi(h)εi, where εi = 1
2 〈hi, hi〉. (2.24)

In particular, αi(hj )εi = 〈hi, hj 〉 =〈 hj ,hi〉 = αj (hi)εj so that A is symmetrizable. Conversely,
if A is a symmetrizable Cartan matrix then there is a nondegenerate W -invariant symmetric
bilinear form on h determined by the formulas in (2.24) (see [Mac2, (2.26)]).

If xα ∈ gα , yα ∈ g−α then [xα, yα] ∈[ gα,g−α] ⊆ g0 = h and 〈h, [xα, yα]〉 = −〈[xα,h], yα〉 =
α(h)〈xα, yα〉, so that

[xα, yα] = 〈xα, yα〉h∨α , where
〈
h,h∨α

〉
= α(h) for all h ∈ h, (2.25)

determines h∨α ∈ h. If α ∈Rre and eα, fα,hα are as in (2.18) then

hα = [eα, fα] = 〈eα, fα〉h∨α and 〈eα, fα〉 = 1
2 〈hα,hα〉. (2.26)

Let

α∨ = 〈eα, fα〉α = 1
2 〈hα,hα〉α so that α∨(h) = 〈h,hα〉. (2.27)

Use the vector space isomorphism

h
∼−→ h∗

h /−→ 〈h, ·〉
hα /−→ α∨

h∨α /−→ α

to identify Q∨ =
n∑

i=1

Zhi and Q∗ =
n∑

i=1

Zα∨i (2.28)

and write

〈
λ∨,µ

〉
= µ(hλ) if λ∨ = λ1α

∨
1 + · · · + λnα

∨
n and hλ = λ1h1 + · · · + λnhn. (2.29)

3. Steinberg–Chevalley groups

This section gives a brief treatment of the theory of Chevalley groups. The primary reference
is [St] and the extensions to the Kac–Moody case are found in [Ti].

Let A be a Cartan matrix and let Rre be the real roots of the corresponding Borcherds–Kac–
Moody Lie algebra g. Let U be the enveloping algebra of g. For each α ∈ Rre fix a choice of eα
in (2.18) (a choice of w̃). Use the notation

xα(t) = exp(teα) = 1 + eα + 1
2! t

2e2
α + 1

3! t
3e3

α + · · · , in U [[t]].

Then

xα(t)xα(u) = xα(t + u) in U [[t, u]].
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Following [Ti, 3.2], a prenilpotent pair is a pair of roots α,β ∈ Rre such that there exists
w,w′ ∈W with

wα,wβ ∈R+
re and w′α,w′β ∈−R+

re .

This condition guarantees that the Lie subalgebra of g generated by gα and gβ is nilpotent. Let
α,β be a prenilpotent pair and let eα ∈ gα and eβ ∈ gβ be as in (2.18). By [St, Lemma 15] there
are unique integers C

i,j
αβ such that

xα(t)xβ(u) = xβ(u)xα(t)xα+β

(
C1,1
α,β tu

)
x2α+β

(
C2,1
α,β t2u

)
xα+2β

(
C1,2
α,βut2) . . . .

Let F be a commutative ring. The Steinberg group

St is given by generators xα(f ) for α ∈Rre, f ∈ F,

and relations

xα(f1)xα(f2) = xα(f1 + f2), for α ∈Rre, and (3.1)

xα(f1)xβ(f2) = xβ(f2)xα(f1)xα+β

(
C1,1
α,βf1f2

)
x2α+β

(
C2,1
α,βf 2

1 f2
)
xα+2β

(
C1,2
α,βf1f

2
2
)
. . .

(3.2)

for prenilpotent pairs α,β . In St define

nα(g) = xα(g)x−α
(
−g−1)xα(g), nα = nα(1), and hα∨(g) = nα(g)n−1

α , (3.3)

for α ∈ Rre and g ∈ F×. Let hZ be a Z-lattice in h which is stable under the W -action and such
that

hZ ⊇Q∨, where Q∨ = Z-span{h1, . . . , hn}

with h1, . . . , hn as in (2.2). With

T given by generators hλ∨(g) for λ∨ ∈ hZ, g ∈ F×, and relations

hλ∨(g1)hλ∨(g2) = hλ∨(g1g2) and hλ∨(g)hµ∨(g) = hλ∨+µ∨(g), (3.4)

the Tits group

G is the group generated by St and T

with the relations coming from the third equation in (3.3) and the additional relations

hλ∨(g)xα(f )hλ∨(g)−1 = xα
(
g〈λ

∨,α〉f
)

and nihλ∨(g)n−1
i = hsiλ∨(g). (3.5)
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For α,β ∈Rre let εαβ = ±1 be given by

s̃α(eβ) = εαβesαβ, where s̃α = exp(ad eα) exp(−adfα) exp(ad eα)

(see [CC, p. 48] and [Ti, (3.3)]). By [St, Lemma 37] (see also [Ti, §3.7(a)])

nα(g)xβ(f )nα(g)−1 = xsαβ

(
εαβg−〈β,α∨〉f

)
, hλ∨(g)xβ(f )hλ∨(g)−1 = xβ

(
g〈β,λ∨〉f

)
, (3.6)

and

nα(g)hλ∨(g
′)nα(g)−1 = hsαλ∨(g

′). (3.7)

Thus G has a symmetry under the subgroup

N generated by T and the nα(g) for α ∈Rre, g ∈ F×. (3.8)

If F is big enough then N is the normalizer of T in G [St, Exercise (b), p. 36] and, by [St, Lemma
27], the homomorphism

N −→ W

nα(g) /−→ sα
is surjective with kernel T . (3.9)

Remark 3.1. (See [Ti, §3.7(b)].) If hZ = Q∨ and the first relation of (3.5) holds in St then there
is a surjective homomorphism ψ : St # G. By [St, Lemma 22], the elements

nαhλ∨(g)n−1
α hsαλ∨(g)−1 and nα(g)n−1

α hα∨(g)−1

automatically commute with each xβ(f ) so that ker(ψ)⊆ Z(St). In many cases St is the univer-
sal central extension of G (see [Ti, 3.7(c)] and [St, Theorems 10, 11, 12]).

Remark 3.2. The algebra g′ = [g,g] in (2.12) is generated by eα , α ∈ Rre. A g′-module V is
integrable if eα , α ∈Rre, act locally nilpotently so that

xα(c) = exp(ceα), for α ∈Rre, c ∈C, (3.10)

are well defined operators on V . The Chevalley group GV is the subgroup of GL(V ) generated
by the operators in (3.10). To do this integrally use a Kostant Z-form and choose a lattice in
the module V (see [Ti, §4.3–4.4] and [St, Ch. 1]). The Kac–Moody group is the group GKM
generated by symbols

xα(c), α ∈Rre, c ∈C, with relations xα(c1)xα(c2) = xα(c1 + c2)

and the additional relations coming from forcing an element to be 1 if it acts by 1 on every
integrable g′ module. This is essentially the Chevalley group GV for the case when V is the
adjoint representation and so GKM ⊆Aut(g′). There are surjective homomorphisms

St(C) # GKM # GV .

See [Kac, Exercises 3.16–3.19] and [Ti, Proposition 1].
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Remark 3.3. [St, Lemma 28] In the setting of Remark 3.2 let TV be the subgroup of GV gener-
ated by hα∨(g) for α ∈Rre, g ∈ F×. Then

hα∨1
(g1) · · ·hα∨n (gn) = 1 if and only if g

〈µ,α∨1 〉
1 · · ·g〈µ,α∨n 〉

n = 1 for all weights µ of V ,

Z(GV ) =
{
hα∨1

(g1) · · ·hα∨n (gn)
∣∣ g〈β,α∨1 〉

1 · · ·g〈β,α∨n 〉
n = 1 for all β ∈R

}
,

and if F is big enough

TV =
{
hω∨1

(g1) · · ·hω∨n (gn)
∣∣ g1, . . . , gn ∈ F×

}
,

where ω∨1 , . . . ,ω∨n is a Z-basis of the Z-span of the weights of V [St, Lemma 35].

4. Labeling points of the flag variety G/B

In this section we follow [St, Ch. 8] to show that the points of the flag variety are naturally
indexed by labeled walks. This is the first step in making a precise connection between the points
in the flag variety and the alcove walk theory in [Ra].

Let G be a Tits group as in (3.5) over the field F = C. The root subgroups

Xα =
{
xα(c)

∣∣ c ∈C
}
, for α ∈Rre, satisfy wXβw−1 = Xwβ, (4.1)

for w ∈W and β ∈Rre, since hα∨(c)Xβhα∨(c)
−1 = Xβ and nαXβn−1

α = Xsαβ . As a group Xα is
isomorphic to C (under addition).

The flag variety is G/B , where the subgroup

B is generated by T and xα(f ) for α ∈R+
re , f ∈C. (4.2)

Let w ∈W . The inversion set of w is

R(w) =
{
α ∈R+

re

∣∣w−1α /∈R+
re
}

and "(w) = Card
(
R(w)

)
(4.3)

is the length of w. View a reduced expression 1w = si1 · · · si" in the generators in (2.16) as a walk
in W starting at 1 and ending at w,

1−→ si1 −→ si1si2 −→ · · · −→ si1 · · · si" = w. (4.4)

Letting xi(c) = xαi (c) and ni = nαi (1), the following theorem shows that

BwB =
{
xi1(c1)n

−1
i1

xi2(c2)n
−1
i2

· · ·xi"(c")n
−1
i"

B
∣∣ c1, . . . , c" ∈C

}
(4.5)

so that the G/B-points of BwB are in bijection with labelings of the edges of the walk by
complex numbers c1, . . . , c". The elements of R(w) are

β1 = αi1, β2 = si1αi2, . . . , β" = si1 · · · si"−1αi", (4.6)
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and the first relation in (3.6) gives

xi1(c1)n
−1
i1

xi2(c2)n
−1
i2

· · ·xi"(c")n
−1
i"

= xβ1(±c1) · · ·xβ"(±c")nw, (4.7)

where nw = n−1
i1

· · ·n−1
i"

.

Theorem 4.1. (See [St, Theorem 15 and Lemma 43].) Let w ∈W and let nw be a representative
of w in N . If

R(w) = {β1, . . . , β"} then
{
xβ1(c1) · · ·xβ"(c")nw

∣∣ c1, . . . , c" ∈C
}

is a set of representatives of the B-cosets in BwB .

Proof. The conceptual reason for this is that

BwB =
( ∏

α∈R+
re

Xα

)
nwB = nw

( ∏

w−1α/∈R+
re

Xw−1α

)( ∏

w−1α∈R+
re

Xw−1α

)
B

= nw

( ∏

w−1α/∈R+
re

Xw−1α

)
B =

( ∏

α∈R(w)

Xα

)
nwB

=
{
xβ1(c1) · · ·xβ"(c")nwB

∣∣ c1, . . . , c" ∈ F
}
.

Since R+
re may be infinite there is a subtlety in the decomposition and ordering of the product

of Xα in the second “equality” and it is necessary to proceed more carefully. Choose a reduced
decomposition w = si1 · · · si" and let β1, . . . , β" be the ordering of R(w) from (4.6).

Step 1. Since R(w)⊆R+
re there is an inclusion

{
xβ1(c1) · · ·xβ"(c")nwB

∣∣ c1, . . . , c" ∈C
}
⊆ BwB.

To prove equality proceed by induction on ".

Base case: Suppose that w = sj . Let α ∈ R+
re and c, d ∈ C. If c = 0 or α,αj is a prenilpotent

pair then, by relation (3.2),

xα(d)xαj (c)n
−1
j B = xαj (c

′)n−1
j B, for some c′ ∈C. (4.8)

If α,αj is not a prenilpotent pair and c += 0 then α,−αj is a prenilpotent pair and, by (3.2),

xα(d)xαj (c)n
−1
j B = xα(d)x−αj

(
c−1)B = x−αj

(
c−1)B = xαj (c)n

−1
j B.

Thus {xαj (c)n
−1
j B | c ∈C} is B-invariant and so BsjB = {xαj (c)n

−1
j B | c ∈C}.

Induction step: If w = si1 · · · si" is reduced and if "(wsj ) > "(w) then, by induction,

BwsjB ⊆ BwB · BsjB =
{
xβ1(c1) · · ·xβ"(c")xwαj (c)nwn−1

j B
∣∣ c1, . . . , c", c ∈ F

}
,

so that BwsjB = {xβ1(c1) · · ·xβ"+1(c"+1)nwsj B | c1, . . . , c"+1 ∈C} with β"+1 = wαj .
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Step 2. Prove that BwB = BvB if and only if w = v by induction on "(w).
Base case: Suppose that "(w) = 0. Then BwB = BvB implies that v ∈ B so that there is a

representative nv of v such that nv ∈ B ∩ N . Then vR+
re ⊆ R+

re since nv Xαn−1
v = Xvα ∈ B for

α ∈R+
re . So "(v) = 0. Thus, by (2.16), v = 1.

Induction step: Assume BwB = BvB and sj is such that "(wsj ) < "(w). Since BvB ·
BsjB ⊆ BvB ∪BvsjB (see [St, Lemma 25]),

BwsjB ⊆ BwB · BsjB = BvB · BsjB ⊆ BvB ∪BvsjB = BwB ∪BvsjB.

Thus, by induction, wsj = w or wsj = vsj . Since wsj += w, it follows that w = v.

Step 3. Let us show that if xαi1
(c1)n

−1
i1

· · ·xαi"
(c")n

−1
i"

B = xαi1
(c′1)n

−1
i1

· · ·xαi"
(c′")n

−1
i"

B, then
ci = c′i for i = 1,2, . . . , ". The left hand side of

xα2(c2)n
−1
i2

· · ·xi"(c")n
−1
i"

B = ni1xi1

(
c′1 − c1

)
n−1

i1
· · ·xi"

(
c′"
)
n−1

i"
B

is in Bsi2 · · · si"B . If c′1 += c1 then n−1
i1

xi1(c
′
1−c1)ni1 ∈ Bsi1B and the right hand side is contained

in

n−1
i1

xi1

(
c′1 − c1

)
ni1Bsi2 · · · si"B ⊆ Bsi1B · Bsi2 · · · si"B = Bsi1 · · · si"B.

By Step 2 this is impossible and so c′1 = c1. Then, by induction, c′i = ci for i = 1,2, . . . , ".

Step 4. From the definition of R(w) it follows that if α,β ∈R(w) and α + β ∈Rre then α + β ∈
R(w) and if α,β ∈ R(w) then α,β form a prenilpotent pair. Thus, by [St, Lemma 17], any total
order on the set R(w) can be taken in the statement of the theorem. !

Remark 4.2. Suppose that λ ∈ h∗ is dominant integral and M(λ) is an (integrable) highest weight
representation of G generated by a highest weight vector v+

λ . Then the set BwBv+
λ contains the

vector wv+
λ and is contained in the sum

⊕
ν"wλ M(λ)ν of the weight spaces with weights " wλ.

This is another way to show that if w += v then BwB += BvB and accomplish Step 2 in the proof
of Theorem 4.1.

5. Loop Lie algebras and their extensions

This section gives a presentation of the theory of loop Lie algebras. The main lines of the
theory are exactly as in the classical case (see, for example, [Mac2, §4] and [Kac, Ch. 7]) but,
following recent trends (see [Ga2], [GK], [GR] and [Rou]) we treat the more general setting of
the loop Lie algebra of a Kac–Moody Lie algebra.

Let g0 be a symmetrizable Kac–Moody Lie algebra with bracket [,]0:g0 ⊗ g0 → g0 and in-
variant form 〈,〉0:g0 × g0 →C. The loop Lie algebra is

g0
[
t, t−1]= C

[
t, t−1]⊗C g0 with bracket

[
tmx, tny

]
0 = tm+n[x, y]0,

for x, y ∈ g0. Let

g = g0
[
t, t−1]⊕Cc⊕Cd, g′ = g0

[
t, t−1]⊕Cc, ḡ′ = g0

[
t, t−1]= g′

Cc
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where the bracket on g is given by

[
tmx, tny

]
= tm+n[x, y]0 + δm+n,0m〈x, y〉0c, c ∈ Z(g),

[
d, tmx

]
= mtmx. (5.1)

By [Kac, Exercise 7.8], g′ is the universal central extension of ḡ′. An invariant symmetric form
on g is given by

〈c, d〉 = 1,
〈
c, tmy

〉
=
〈
d, tmy

〉
= 0, 〈c, c〉 =〈 d, d〉 = 0, (5.2)

and

〈
tmx, tny

〉
=
{
〈x, y〉0, if m + n = 0,
0, otherwise,

(5.3)

for x, y ∈ g0, m,n ∈ Z.
Fix a Cartan subalgebra h0 of g0 and let

h = h0 ⊕Cc⊕Cd, h′ = h0 ⊕Cc, h̄′ = h0. (5.4)

As in (2.2), let h1, . . . , hn, d1, . . . , d" be a basis of h0 and let

{h1, . . . , hn, d1, . . . , d", c, d} be a basis of h and

{ω1, . . . ,ωn, δ1, . . . , δ",Λ0, δ} the dual basis in h∗ (5.5)

so that

δ(h0) = 0, δ(c) = 0, δ(d) = 1, and

Λ0(h0) = 0, Λ0(c) = 1, Λ0(d) = 0. (5.6)

Let R be as in (2.9). As an h-module

g =
(⊕

α∈R
k∈Z

gα+kδ

)
⊕
( ⊕

k∈Z+=0

gkδ

)
⊕ h, where h = h0 ⊕Cc⊕Cd, (5.7)

gα+kδ = tkgα, gkδ = tkh0, and R̃ = (R + Zδ)∪Z +=0δ (5.8)

is the set of roots of g.
Let α ∈Rre with α = wαi and fix a choice of eα, fα and hα in (2.18) (choose w̃). Then

e−α+kδ = tkfα, f−α+kδ = t−keα, h−α+kδ =−hα + k〈eα, fα〉0c, (5.9)

span a subalgebra isomorphic to sl2. If g0 = n−0 ⊕ h0 ⊕ n+
0 is the decomposition in (2.10) and

n+ is the subalgebra generated by n+
0 and e−α+kδ for α ∈Rre, k ∈ Z>0, and

n− is the subalgebra generated by n−0 and f−α+kδ for α ∈Rre, k ∈ Z>0,
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then

g = n− ⊕ h⊕ n+ with n+ = n+
0 ⊕

( ⊕

α∈R∪{0}
k∈Z>0

gα+kδ

)
and n− = n−0 ⊕

( ⊕

α∈R∪{0}
k∈Z<0

gα+kδ

)
.

The elements e−α+kδ and f−α+kδ in (5.9) act locally nilpotently on g because fα and eα act
locally nilpotently on g0. Thus

s̃−α+kδ = exp
(
ad tkfα

)
exp

(
−ad t−keα

)
exp

(
ad tkfα

)
(5.10)

is a well defined automorphism of g and

s̃−α+kδgβ = gs−α+kδβ and s̃−α+kδh = s−α+kδh, (5.11)

for h ∈ h and β ∈ R̃, where s−α+kδ :h∗ → h∗ and s−α+kδ :h→ h are given by

s−α+kδλ= λ− λ(h−α+kδ)(−α + kδ) and s−α+kδh = h− (−α + kδ)(h)h−α+kδ, (5.12)

for λ ∈ h∗ and h ∈ h. The Weyl group of g is the subgroup of GL(h∗) (or GL(h)) generated by
the reflections s−α+kδ ,

Waff = 〈s−α+kδ | α ∈Rre, k ∈ Z〉. (5.13)

Noting that h∗ = h∗0 ⊕CΛ0 ⊕Cδ and h = h0 ⊕Cc⊕Cd , use (5.12) to compute

s−α+kδ(λ̄) = λ̄+ λ̄(hα)(−α + kδ), s−α+kδ(h̄) = h̄ + α(h̄)
(
−hα + k〈eα, fα〉0c

)
,

s−α+kδ("Λ0) = "Λ0 − k"〈eα, fα〉0(−α + kδ), s−α+kδ(mc) = mc,

s−α+kδ(mδ) = mδ, s−α+kδ("d) = "d − k"
(
−hα + k〈eα, fα〉0c

)

for λ̄ ∈ h∗0, h̄ ∈ h0, m," ∈C. For α ∈Rre and k ∈ Z

define tkα∨ ∈Waff by s−α+kδ = tkα∨s−α, (5.14)

and use (2.26) and (2.27) to compute

tkα∨(λ̄) = λ̄− λ̄(khα)δ, tkα∨(h̄) = h̄− kα∨(h̄)c,

tkα∨("Λ0) = "Λ0 + "kα∨ − " 1
2 〈khα, khα〉0δ, tkα∨(mc) = mc,

tkα∨(mδ) = mδ, tkα∨("d) = "d + "khα − " 1
2 〈khα, khα〉0c.

Then tkα∨ tjβ∨(λ̄) = tkhα (λ̄− λ̄(jhβ)δ) = λ̄− λ̄(khα + jhβ)δ, and

tkα∨ tjβ∨("Λ0) = tkα∨
(
"Λ0 + "jβ∨ − " 1

2 〈jhβ, jhβ〉0δ
)

= "Λ0 + "kα∨ − " 1
2 〈khα, khα〉0δ + "jβ∨ − "jβ∨(khα)δ − " 1

2 〈jhβ, jhβ〉0δ
= "Λ0 + "

(
kα∨ + jβ∨

)
− " 1

2 〈khα + jhβ, khα + jhβ〉0δ.
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This computation shows that tkα∨ tjβ∨ = tkα∨+jβ∨ . Thus, if W0 is the Weyl group of g0 and
Q∗ = Z-span{α∨1 , . . . , α∨n } then

Waff =
{
tλ∨w

∣∣ λ∨ ∈Q∗,w ∈W0
}

with tλ∨ tµ∨ = tλ∨+µ∨ and wtλ∨ = twλ∨w, (5.15)

for w ∈W0, λ∨,µ∨ ∈Q∗.
Since Cδ is Waff-invariant, the group Waff acts on h∗/Cδ and Waff acts on the set

(
h∗0 +Λ0 + Cδ

)
/Cδ

∼−→ h∗0
λ̄+Λ0 + Cδ /−→ λ̄

(5.16)

and the Waff-action on the right hand side is given by

sα(λ̄) = λ̄− λ̄(hα)α and tkα∨(λ̄) = λ̄+ kα∨, for λ̄ ∈ h0. (5.17)

Here h∗0 is a set with a Waff-action, the action of Waff is not linear.

6. Loop groups and the affine flag variety G/I

This section gives a short treatment of loop groups following [St, Ch. 8] and [Mac1, §2.5 and
2.6]. This theory is currently a subject of intense research as evidenced by the work in [Ga2,GK,
Rem,Rou,GR].

Let g0 be a symmetrizable Kac–Moody Lie algebra and let hZ be a Z-lattice in h0 that contains
Q∨ = Z-span{h1, . . . , hn}.

The loop group is the Tits group G = G0
(
C((t))

)
(6.1)

over the field F = C((t)). Let K = G0(C[[t]]) and G0(C) be the Tits groups of g0 and hZ over
the rings C[[t]] and C, respectively, and let B(C) be the standard Borel subgroup of G0(C) as
defined in (4.2). Let

U− be the subgroup of G generated by x−α(f ) for α ∈R+
re and f ∈C((t)), (6.2)

and define the standard Iwahori subgroup I of G by

G = G0(C((t)))

⊆ ⊆

K = G0(C[[t]]) evt=0−→ G0(C)

⊆ ⊆ ⊆

I = ev−1
t=0(B(C))

evt=0−→ B(C).

(6.3)

The affine flag variety is G/I .
For α + jδ ∈Rre + Zδ and c ∈C, define

xα+jδ(c) = xα
(
ctj

)
and tλ∨ = hλ∨

(
t−1), (6.4)

and, for c ∈C×, define
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nα+jδ(c) = xα+jδ(c)x−α−jδ

(
−c−1)xα+jδ(c), (6.5)

nα+jδ = nα+jδ(1), and h(α+jδ)∨(c) = nα+jδ(c)n
−1
α+jδ (6.6)

analogous to (3.3).
The group

W̃ =
{
tλ∨w

∣∣ λ∨ ∈ hZ,w ∈W0
}

with tλ∨ tµ∨ = tλ∨+µ∨ and wtλ∨ = twλ∨w, (6.7)

acts on h∗0 ⊕Cδ by

v(µ + kδ) = vµ + kδ and tλ∨(µ + kδ) = µ +
(
k−

〈
λ∨,µ

〉)
δ (6.8)

for v ∈W0, λ∨ ∈ hZ, µ ∈ h∗Z, and k ∈ Z. Then nα+jδ(c) = t−jα∨nα(c) = nα(ctj ),

nαxβ+kδ(c)n
−1
α = nαxβ

(
ctk

)
n−1
α = xsαβ

(
εα,βctk

)
= xsα(β+kδ)(εα,βc)

for α ∈Rre, and, for λ∨ ∈ hZ,

tλ∨xβ+kδ(c)t
−1
λ∨ = xβ+kδ

(
t−〈λ

∨,β〉c
)
= xtλ∨ (β+kδ)(c).

Thus the root subgroups

Xα+jδ =
{
xα+jδ(c)

∣∣ c ∈C
}

satisfy wXα+jβw−1 = Xw(α+jδ) (6.9)

for w ∈ W̃ and α + jδ ∈Rre + Zδ. These relations are a reflection of the symmetry of the group
G under the group defined in (3.8):

Ñ = N
(
C((t))

)
generated by nα(g), hλ∨(g), for g ∈C((t))×, (6.10)

α ∈ Rre, and λ∨ ∈ hZ. The homomorphism Ñ →W0 from (3.9) lifts to a surjective homomor-
phism (see [Mac1, p. 26 and p. 28])

Ñ −→ W̃

nα+jδ /−→ t−jα∨sα
tλ∨ /−→ t∨λ

with kernel H generated by hλ(d), d ∈C[[t]]×.

Define

R̃I
re =

(
R+

re + Z"0δ
)
4
(
−R+

re + Z>0δ
)

and R̃U
re =−R+

re + Zδ (6.11)

so that

Xα+jδ ⊆ I if and only if α + jδ ∈ R̃I
re and

Xα+jδ ⊆U− if and only if α + jδ ∈ R̃U
re . (6.12)

Note that R̃I
re 4 (−R̃I

re) = R̃U
re 4 (−R̃U

re ) = Rre + Zδ.
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7. The folding algorithm and the intersections U−vI ∩ IwI

In this section we prove our main theorem, which gives a precise connection between the
alcove walks in [Ra] and the points in the affine flag variety. The algorithm here is essentially
that which is found in [BD] and, with our setup from the earlier sections, it is the ‘obvious one.’
The same method has, of course, been used in other contexts, see, for example, [C].

A special situation in the loop group theory is when g0 is finite dimensional. In this case, the
extended loop Lie algebra g defined in (5.1) is also a Kac–Moody Lie algebra. If G0 is the Tits
group of g0 and G = G0(C((t))) is the corresponding loop group then the subgroup I defined
in (6.3) differs from the Borel subgroup of the Kac–Moody group GKM for g only by elements
of T , and the affine flag variety of G coincides with the flag variety of GKM . Thus, in this case,
Theorem 4.1 provides a labeling of the points of the affine flag variety.

Suppose that g0 is a finite dimensional complex semisimple Lie algebra presented as a Kac–
Moody Lie algebra with generators e1, . . . , en, f1, . . . , fn,h1, . . . , hn and Cartan matrix A =
(αi(hj ))1!i,j,!n. Let ϕ be the highest root of R (the highest weight of the adjoint representation),
fix

eϕ ∈ gϕ, fϕ ∈ g−ϕ such that 〈eϕ, fϕ〉0 = 1,

and let

e0 = e−ϕ+δ = tfϕ, f0 = f−ϕ+δ = t−1eϕ, h0 = [e0, f0] =
[
tx−ϕ, t−1xϕ

]
=−hϕ + c,

as in (5.9). The magical fact is that, in this case, g = g0[t, t−1] ⊕Cc⊕Cd is a Kac–Moody Lie
algebra with generators e0, . . . , en, f0, . . . , fn, h0, . . . , hn, d and Cartan matrix

A(1) =
(
αi(hj )

)
0!i,j!n

, where α0 =−ϕ + δ and h0 =−hϕ + c, (7.1)

where δ is as in (5.6) (see [Kac, Theorem 7.4]).
The alcoves are the open connected components of

hR\
⋃

−α+jδ∈R̃I
re

H−α+jδ, where H−α+jδ =
{
x∨ ∈ hR

∣∣ 〈x∨, α
〉
= j

}
.

Under the map in (5.16) the chambers wC of the Tits cone X (see (2.20) and (2.21)) become the
alcoves. Each alcove is a fundamental region for the action of Waff on hR given by (5.17) and
Waff acts simply transitively on the set of alcoves (see [Kac, Proposition 6.6]). Identify 1 ∈Waff
with the fundamental alcove

A0 =
{
x∨ ∈ hR

∣∣ 〈x∨, αi

〉
> 0 for all 0 ! i ! n

}

to make a bijection

Waff ←→{alcoves}.
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For example, when g0 = sl3,

(7.2)

The alcoves are the triangles and the (centers of) hexagons are the elements of Q∨.
Let w ∈Waff. Following the discussion in (4.4)–(4.6), a reduced expression 1w = si1 · · · si" is a

walk starting at 1 and ending at w,
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and the points of

IwI =
{
xi1(c1)n

−1
i1

xi2(c2)n
−1
i2

· · ·xi"(c")n
−1
i"

I
∣∣ c1, . . . , c" ∈C

}
(7.3)

are in bijection with labelings of the edges of the walk by complex numbers c1, . . . , c". The
elements of R(w) = {β1, . . . , β"} are the elements of R̃I

re corresponding to the sequence of hy-
perplanes crossed by the walk.

The labeling of the hyperplanes in (7.2) is such that neighboring alcoves have

with vαj ∈ R̃I
re if v is closer to 1 than vsj . (7.4)

The periodic orientation (illustrated in (7.2)) is the orientation of the hyperplanes Hα+kδ such
that

(a) 1 is on the positive side of Hα for α ∈R+
re ,

(b) Hα+kδ and Hα have parallel orientations.

This orientation is such that

vαj ∈ R̃U
re if and only if . (7.5)

Together, (7.4) and (7.5) provide a powerful combinatorics for analyzing the intersections
U−vI ∩ IwI . We shall use the first identity in (3.3), in the form

xα(c)n−1
α = x−α

(
c−1)xα(−c)hα∨(c) (main folding law), (7.6)

to rewrite the points of IwI given in (7.3) as elements of U−vI . Suppose that

xi1(c1)n
−1
i1

· · ·xi"(c")n
−1
i"

= xγ1

(
c′1
)
· · ·xγ"

(
c′"
)
nvb, where b ∈ I , (7.7)

v ∈Waff and nv = n−1
j1

· · ·n−1
jk

if v = si1 · · · sik is a reduced word, and γ1, . . . , γ" ∈ R̃U
re so that

xγ1(c
′
1) · · ·xγ"(c′") ∈ U−. Then the procedure described in (7.8)–(7.10) will compute c′"+1 ∈ C,

b′ ∈ I , v′ ∈Waff and γ"+1 ∈ R̃U
re so that

xi1(c1)n
−1
i1

· · ·xi"(c")n
−1
i"

xj (c)n
−1
j = xγ1

(
c′1
)
· · ·xγ"

(
c′"
)
xγ"+1(c"+1)nv′b

′.

Keep the notations in (7.7). Since bxj (c)n
−1
j ∈ Isj I there are unique c̃ ∈ C and b′ ∈ I such

that bxj (c)n
−1
j = xj (c̃)n

−1
j b′ and

xi1(c1)n
−1
i1

· · ·xi"(c")n
−1
i"

xj (c)n
−1
j = xγ1

(
c′1
)
· · ·xγ"

(
c′"
)
nvbxj (c)n

−1
j

= xγ1

(
c′1
)
· · ·xγ"

(
c′"
)
nvxj (c̃)n

−1
j b′.
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Case 1. If vαj ∈ R̃U
re , , then xγ1(c

′
1) · · ·xγ"(c′")nvxj (c̃)n

−1
j b′ is equal to

xγ1

(
c′1
)
· · ·xγ"

(
c′"
)
xvαj (±c̃)nvsj b

′ ∈U−vsj I ∩ Iwsj I.

In this case, γ"+1 = vαj , v′ = vsj , and

becomes . (7.8)

Case 2. If vαj /∈ R̃U
re and c̃ += 0, , then

xγ1

(
c′1
)
· · ·xγ"

(
c′"
)
nvxαj (c̃)n

−1
j b′ = xγ1

(
c′1
)
· · ·xγ"

(
c′"
)
nvx−αj

(
c̃−1)xαj (−c̃)hα∨j

(c̃)b′

= xγ1

(
c′1
)
· · ·xγ"

(
c′"
)
nvx−αj

(
c̃−1)b′′

= xγ1

(
c′1
)
· · ·xγ"

(
c′"
)
xγ"+1

(
±c̃−1)nvb

′′ ∈U−vI ∩ Iwsj I,

where γ"+1 =−vαj and b′′ = xαj (−c̃)hα∨j
(c̃)b′. So

becomes . (7.9)

Case 3. If vαj /∈ R̃U
re and c̃ = 0, , then

xγ1

(
c′1
)
· · ·xγ"

(
c′"
)
nvxαj (0)n−1

j b′ = xγ1

(
c′1
)
· · ·xγ"

(
c′"
)
nvx−αj (0)n−1

j b′

= xγ1

(
c′1
)
· · ·xγ"

(
c′"
)
xγ"+1(0)nvsj b

′ ∈U−vsj I ∩ Iwsj I,

where γ"+1 =−vαj . So

becomes . (7.10)

We have proved the following theorem.
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Theorem 7.1. If w ∈Waff and 1w = si1 · · · si" is a minimal length walk to w define

P ( 1w)v =
{

labeled folded paths p of type 1w
which end in v

}
for v ∈Waff,

where a labeled folded path of type 1w is a sequence of steps of the form

, , where the kth step has j = ik .

Viewing U−vI ∩ IwI as a subset of G/I , there is a bijection

P ( 1w)v ←→U−vI ∩ IwI.

Theorem 7.1 is a strengthening of the connection between the path model and the geometry
of the affine flag variety as observed, in the case of the loop Grassmannian, in [GL] and, in terms
of crystal bases, in [BG].

Remark 7.2. The paths in P ( 1w)v indicate a decomposition of U−vI ∩ IwI into “cells,” where
the cell associated to a nonlabeled path p is the set of points of U−vI ∩ IwI which have the
same underlying nonlabeled path. It would be very interesting to understand, combinatorially,
the closure relations between these cells.

8. An example

For the group G = SL3(C((t))),

xα1(c) =
(1 c 0

0 1 0
0 0 1

)

, hα∨1
(c) =

(
c 0 0
0 c−1 0
0 0 1

)

, n1 =
( 0 1 0
−1 0 0
0 0 1

)

,

xα2(c) =
(1 0 0

0 1 c

0 0 1

)

, hα∨2
(c) =

(1 0 0
0 c 0
0 0 c−1

)

, n2 =
(1 0 0

0 0 1
0 −1 0

)

,

xα0(c) =
( 1 0 0

0 1 0
ct 0 1

)

, hα∨0
(c) =

(
c−1 0 0
0 1 0
0 0 c

)

, n0 =
(0 0 −t−1

0 1 0
t 0 0

)

.

Let w = s2s1s0s2s0s1s0s2s0 and v = s2s1s0s2s1s2s0 so that

w =
(

t2 0 0
0 0 1
0 −t−2 0

)

and v =
( 0 −1 0

t2 0 0
0 0 t−2

)

.

We shall use Theorem 7.1 to show that the points of IwI ∩U−vI are

x2(c1)n
−1
2 x1(c2)n

−1
1 x0(c3)n

−1
0 x2(c4)n

−1
2 x0(c5)n

−1
0 x1(c6)n

−1
1 x0(c7)n

−1
0 x2(c8)n

−1
2 x0(c9)n

−1
0 I,
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with c1, . . . , c9 ∈C such that

c1 = 0, c2 = 0, c3 = 0, c4 = 0, c5 += 0, c6 = 0, c7 += 0, c9 = c−1
7 c8. (8.1)

Precisely,

x2(0)n−1
2 x1(0)n−1

1 x0(0)n−1
0 x2(0)n−1

2 x0(c5)n
−1
0 x1(0)n−1

1 x0(c7)n
−1
0 x2(c8)n

−1
2 x0

(
c−1

7 c8
)
n−1

0

is equal to u9v9b9, with u9 ∈U−, v9 ∈N , b9 ∈ I given by

u9 =




1 0 0

c−1
5 − c−2

5 c−1
7 c8t 1 0

c−1
5 c−1

7 t−2 0 1



 , v9 =
( 0 1 0
−t2 0 0

0 0 t−2

)

b9 =




c−1

5 − c−2
5 c−1

7 c8t −c−2
5 c−1

7 c2
8 c−2

5 c−2
7 c2

8
−t2 c5c7 + c8t −c5 − c−1

7 c8t

−c−1
5 c−1

7 t2 −c−1
5 c−1

7 c8t c−1
7 + c−1

5 c−2
7 c8t



 , (8.2)

so that u9 = x−α2(d1)x−ϕ(d2)x−α2−δ(d3)x−ϕ−δ(d4)x−α1(d5)x−α2−2δ(d6)x−ϕ−3δ(d7)x−α1+δ(d8)·
x−α2−3δ(d9) with

d1 = d2 = d3 = d4 = 0, d5 = c−1
5 , d6 = 0, d7 = c−1

5 c−1
7 , d8 =−c−2

5 c−1
7 c8, d9 = 0.

Pictorially, the walk with labels c1, . . . , c9

becomes ,

the labeled folded path with labels d1, . . . , d9.
The step by step computation is as follows:

Step 1. If c1 = 0 then

x2(c1)n
−1
2 = x−α2(0)n−1

2 = u1v1b1, with

u1 = x−α2(0), v1 =
(1 0 0

0 0 −1
0 1 0

)

, and b1 = 1.
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Step 2. If c2 = 0 then, since v1x1(c2)v
−1
1 = xϕ(c2),

u1v1b1x1(c2)n
−1
1 = u1xϕ(c2)v1n

−1
1 b1 = u1x−ϕ(0)v1n

−1
1 b1 = u2v2b2, with

u2 = u1x−ϕ(0), v2 = v1n
−1
1 =

(0 −1 0
0 0 −1
1 0 0

)

and b2 = 1.

Step 3. If c3 = 0 then, since v2x0(c3)v
−1
2 = xα2+δ(−c3),

u2v2b2x0(c3)n
−1
0 = u2xα2+δ(−c3)v2n

−1
0 b2 = u2x−α2−δ(0)v2n

−1
0 b2 = u3v3b3, with

u3 = u2x−α2−δ(0), v3 = v2n
−1
0 =

(0 −1 0
t 0 0
0 0 t−1

)

, and b3 = 1.

Step 4. If c4 = 0 then, since v3x2(c4)v
−1
3 = xϕ+δ(−c4),

u3v3b3x2(c4)n
−1
2 = u3xϕ+δ(−c4)v3n

−1
2 b3 = u3x−ϕ−δ(0)v3n

−1
2 b3 = u4v4b4, with

u4 = u3x−ϕ−δ(0), v4 = v3n
−1
2 =

(0 0 1
t 0 0
0 t−1 0

)

and b4 = 1.

Step 5. If c5 += 0 then by the folding law and the fact that v4x−α0(c
−1
5 )v−1

4 = x−α1(c
−1
5 ),

u4v4b4x0(c5)n
−1
0 = u4v4x−α0

(
c−1

5

)
xα0(−c5)hα∨0

(c5)b4 = u4x−α1

(
c−1

5

)
v4b5 = u5v5b5,

where

u5 = u4x−α1

(
c−1

5

)
, v5 = v4, and b5 = xα0(−c5)hα∨0

(c5)b4 =
(

c−1
5 0 0
0 1 0
−t 0 c5

)

.

Step 6. If c−1
5 c6 = 0 (so c6 = 0) then

u5v5b5x1(c6)n
−1
1 = u5v5x1

(
c−1

5 c6
)
n−1

1 b′5 = u5x−α2−2δ(0)v5n
−1
1 b′5 = u6v6b6,

with

u6 = u5x−α2−2δ(0), v6 = v5n
−1
1 =

( 0 0 1
0 −t 0

t−1 0 0

)

and b6 = b′5 =
( 1 0 0

0 c−1
5 0

−c6t t c5

)

so that b5x1(c6)n
−1
1 = x1(c

−1
5 c6)n

−1
1 b′5.
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Step 7. If c5c7 += 0 then, since v6x−α0(c)v
−1
6 = x−ϕ−2δ(c),

u6v6b6x0(c7)n
−1
0 = u6v6x0(c5c7)n

−1
0 b′6 = u6v6x−α0

(
c−1

5 c−1
7
)
xα0(−c5c7)hα∨0

(c5c7)b
′
6

= u6x−ϕ−2δ
(
c−1

5 c−1
7
)
v6b7 = u7v7b7,

where

u7 = u6x−ϕ−2δ
(
c−1

5 c−1
7
)
, v7 = v6, and

b′6 =
(

c5 −1 0
0 c−1

5 0
0 0 1

)

and b7 = xα0(−c5c7)hα∨0
(c5c7)b

′
6 =




c−1

7 −c−1
5 c−1

7 0
0 c−1

5 0
−c5t t c5c7



 ,

so that b6x0(c7)n
−1
0 = x0(c5c7)n

−1
0 b′6.

Step 8. No restrictions on c−2
5 c−1

7 c8. Since v7xα2(c)v
−1
7 = x−α1+δ(−c),

u7v7b7x2(c8)n
−1
2 = u7v7x2

(
c−2

5 c−1
7 c8

)
n−1

2 b′7 = u7x−α1+δ

(
−c−2

5 c−1
7 c8

)
v7n

−1
2 b′7 = u8v8b8,

with

u8 = u7x−α1+δ

(
−c−2

5 c−1
7 c8

)
, v8 = v7n

−1
2 =

( 0 1 0
0 0 t

t−1 0 0

)

, and

b8 = b′7 =
(

c−1
7 −c−1

5 c−1
7 c8 c−1

5 c−1
7

−c5t c5c7 + c8t −t

−c−1
5 c−1

7 c8t c−2
5 c−1

7 c2
8t c−1

5 − c−2
5 c−1

7 c8t

)

,

so that b7x2(c8)n
−1
2 = x2(c

−2
5 c−1

7 c8)n
−1
2 b′7.

Step 9. If c−1
5 c7c9 − c−1

5 c8 = 0 (so c9 = c−1
7 c8) then

u8v8b8x0(c9)n
−1
0 = u8v8x0

(
c−1

5 c7c9 − c−1
5 c8

)
n−1

0 b′8 = u8x−α2−3δ(0)v8n
−1
0 b′8 = u9v9b9

with u9, v9 and b9 as in (8.2).
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